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Case Study:
Performance Problem with
Services Accessing External Systems

System “S” is part of credit checking system for “T” finance company.
System is used to check and manage credit score of customers for loan
approval. This portal system is accessed by more than 2,500 users daily.

System “S" is composed of 2 application servers and an LDAP server for
user access management. Recently, servers were experiencing more than
50% CPU utilization and delayed response time, resulting in many com-
plaints from the users.

After installing JENNIFER, Administrator found out that LDAP process is
using CPU excessively; Users who are using LDAP was getting delayed
response time from application. Since administrator could not figure out
which LDAP process is causing the delay in response time, JENNIFER was
used to trace method level detail for further analysis.

[Pic 1 X-View Response Time Scatter Graph]




As seen in X-View, a group of service transactions are taking more than 5

seconds to finish. Analyzing several of these service transactions, adminis-
trator found common factor which delayed response time were associated;
all of the service transactions were executing same search method during
the LDAP Process.
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[00231108:18:51 18811 0][ 0] public String con. ibm.us.wm. |dsp. LdapRepository|mp | . getParentMenberDH(Str ing)

[0024]108:19:51 16811 ][ D) public LdapConf isManager com. ibn.ws.wmn, |dap, LdspRepos| toryInp! setLdapConf ishanaser ()

[0025]1[09:19:51 168]]  O][ D] public LdapConnection con. ibm. ws.wmn. |dap. LdapRepository|np! . getLdapConnect ion()

[0026][09:19:51 174]] 8] D] public String con. ibm.ws. wim. |dsp. LdaRenositary|un| . getDNCSt ring)

[00271108: 18:51 17411 0][ 0] public String con.ibm.us.wm. |dsp. LdarRepos|tory el . getGrousHenberF | ter(String) E
[00281109:18:51 17411 0] 0] public LdapConf iaManager com. ibn.ws.wmn, 1dap, LdsrRepos torylmp! ,setLdapCont isManaser ()

[0023]108:19:51 17411 ][ 0] public Strins[] com.ibm.ws.wmm. |dep.LdwpRepos toryinpl et Att ributeNanes(short, StrinaSet, boolean, boolean, boolean, bool ean)
[0030][09:19:51 17%4][  0][ D] public LdapConf ighanager com. ibn.ws.umn. 1dop. LdopRepos| torylnp! . getLdapConf igManager ()

[00311[09:19:51 174]]  O][ D] public HaninaEruneration co. ibn.ws.wnm. 1dsp. LdapRenositoryInp| . search(Strina, int,String, Strina[]) [5,492 ns]
[00321109:18:51 17411 0][ 0] public LdapConnection con. ibm. ks, 1dap. LospRepos| tory | nol . setLdapConnect ion()

[0033]108:19:51 17411 O][ 0] public LdsnConnection con. ibm.ks.wn. |dap. LdspRepos] tory npl . setLdapConnect ion()

[0034][09:19:51 17%4][  0][ D] public HaningEruneration com. ibn.ws.wmn. |dop. LdopRepositoryInp| .search(String, int, String,String[].int, int} |XEARRI
[0035][09:19:51 174]] O] D] public LdanConnection con. ibm. ks.wnin. |dap. LdanRepos] tory ol . setLdapConnect ion()

[00361[08:19:56 BET1(5,493]( 0] public String com, ibm.ws.wmm, 1dap LdapRepositaryimel . getMenberON(short , String)
[00371[09:19:56 BETI[ 01t 0] public boolean com. ibm,vs.win. 1dap. LdapRepository lnpl . isMenberlnderBase(short, String, String)

[0038]109:19:56 66711 ][ D) public LdapConf isManager com. ibn.ws.wmn, |dap, LdspRepos| toryImp! setLdapConf ishanaser ()
[0039][09:19:56 667]] O] D] public String con.ibm.us.unn. |dap. LdapRepositorylmpl . getExt Id(String, Attributes)
[0D40][09:19:56 667]] O] D] public LdanConf iaManager com. ibn.ws.wim. 1dap. LdapRenos | toryln| . setLdanConf iaManaser ()
[0D411109:13:56 66711 0] 0] public Object con. ibm.us.wm. Idsp. LdarRepository|mpl . getiba1ue P luginktt ribute, Object)
[0042]109:19:56 66711 ][ 0] public String con. ibm.us.wim. |dsp. LdapRepository mp| . gethenberD(short , Str ing)
[0043][09:19:56 667]]  O][ D] public boolean con. ibn.us.unn. |dep. LdapRepositorylnpl . isMenberlnderBase(short, String, String)
[0044][09:19:56 667]] O] D] public LdanConf iaManager com. ibn.ws.wim. 1dap. LdapRenos | torylnp| . setLdapConf iaManager ()
[0D451109: 19:56 66711 0] 0] public String con. ibm.us.wm. |dap. LdarRepository el . getExt Id(String. Attr ibutes)
[0D46]1109:19:56 66711 O[ D) public LdapConf ishanager com. ibn.ws.wmn, |dap, LdspRepos| toryImp! setLdapConf ishanaser ()

[0047)108:19:56 66711 O][ D) public Object con.ibm.us.wm. |dsp. LdarRepositoryinpl . getibialue(P luginktt ribute, Object)

[0048][09:19:56 667]] O] D] public String con.ibm.us.wnn. |dap. LdapRepositarylmpl . getMenberDN{short, String)

[0049][09:19:56 667]1 0] pUbl it boolean con. ibm. ws.wnn. |dan . LdapReposi tory il . | sMeaberUnderBase(short , String, Strina)
i 0 ;

[Pic 2 Method—Level Profiling Datal

But since there was different range of delay in response time even within
this group of transactions, administrator used JENNIFER’s monitoring
capability to get parameter values for further analysis.
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protected void co. ibm.wps.engine. commands . Loainlser doPrepsreSession(Runlats, User)
16810 410 0] protected void com. ibm.wes,engine commands.Loainlser  doPostLogin(RunData, String,String)
1BE1[ 01l 0] private woid com.ibn.wps.engine. conmands. Loginlser . resuneSeseion(Runlata)

private int com. ibm.ws.wnn MenberRepositoryManager . get TaraetReposi toryByRepositary|d{String)
1 i Iter=(&(ob]ectClass=groupaf nanes) {nenber=CN=0l S 31, 0U=02609,

168][ a 0] public Collection com.ibn. wes.ac. inpl. ACPrincipalPunalue | getMestedBroups() [4,331 ns]
B 1] 0] public MenberSet com. ibm.ws.win.MenberRepos| toryManager . et GroupsForttenber (Henber [dent i ier, Menber Ident if ier, GroupScope, StrinaSet) [4.365 ms]
1891 U] 0] private Federat ionkenber com. itm.ws.win HenberRepositoryhanager getFederat i ontenber{(Member | dent if ier)
13 0] 0] private MenberSet com. ibn.we.wnn MenberReposi torytanager . get GroupsForfenber (Externa |Menber I dent if ier, Externa |Menber Ident if ier, GroupScops, StringSe
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keaf )., timeLinit=0, countLinit=0

I
TX-CALL
11 1ter=(i{obj ect 1ass=aroupaf nanes) {nenber-CN-AFS R 22 R E84))  tineL init=0, countLini t=0
TH-CALL: AFSHRIEL 233 E (19 ns) 0
11 Iter=((obj ectClass=aroupaf nanes) nenber -CH-AKS FRI . S 2013, tineLinit=0, countL imi t-=0
TA-CALL: BRI B2l [20 ns]
111ter=(&(ob)ectClass=aroupof nanes) (nenber-CH-5 2R 2 B A S 21)), tineLinit=0, countLinit=0
TA-CALL S AMEETIS R R (20 ns]
1 i Iter=(B{objectClass=groupof nanes) {nember=Ch=M 2 2 ZJ| 2 B 3= 21) ), tineLinit=0, countLinit=0
TACALLINE RSN HREA (18 ns)
11 1ter=(&(obj ectClass=graupaf nanes) {nenber-CN-BD_ZH 5 512)_Read®/EH)), t ineLinit=0, countLinit=0
TA-CALLIBO_FI T 21| _Read® 2t (4 ns)
11 1ter=(&(objectClass=aroupaf nanes) (nenber=Ch=A 82 S0 2 3 81))  tineL init=0, countLini t=0
TCALLIN SRS HE (7 us)
11 1ter=(&(object lase=aroupaf nanes) nenber =Ch=E 1P 2| A E 1), tineL init=0, countl init=0
TH-CALLIEIP_SRIBEIAE (2 us)
11 Iter=((obj ectClass=aroupof nanes) (nenber=CH=B0_ S LI DI ¢ 24 Sharer_Edit2EH)), tinel init=0, countLinit=0 -
| | T

Looking at it further, administrator found that delay in response time was
specifically associated with certain user group (Parameter = username)
and after confirmed it with IT manager, administrator found that when a
member of one specific user group submitted service request, the delay in
response time was longest with increase in CPU utilization.



When a group of users executes this slow LDAP search, These LDAP
processes used CPU resource excessively, resulting in delay in overall
response time and deficient CPU resource. The cause was identified as
corrupted search index. Once the search index was repaired, response
times for all service transactions were minimized to below 2 seconds.
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[Pic 3: X=View Graph after Fix]

CPU utilization was also decreased from 50% to 20% after search index
was repaired. Overall, CPU usage by java process remained 15~20%,
meaning that while delay in response time was caused by corrupt search
index in LDAP, increase in Java CPU usage was attributed to some other
process in the application server.
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After LDAP Index Update (System CPU)

Method
Profiling/External
Transaction Moni-
toring

Method Profiling/External
Transaction Monitoring
JENNIFER’s X-View graph
provides external transaction
monitoring data (FILE 1/O,
Network 1/0, JDBC transaction)
by default. However, if method
level monitoring is also necessary,
JENNIFER can provide method
level profiling at external system
level or system logic level.
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Key Message :

1. System “S” is composed of 2
application servers and an LDAP
server for user access manage-
ment. Recently, servers are
experiencing more than 50%
CPU usage and delay in response

o7 o : 2 13 5 18 8 19 3 time, leading to many
Before LDAP Index Update (WAS CPU) complaints from the users.

2. For monitoring application
logics using external resources
(LDAP, CICS etc...), an effective
way of monitoring transactions
down to method level profiling
is necessary as well monitoring
external transaction data in
order to effectively manage
application performance.
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After LDAP Index Update (WAS CPU)

Note

JENNIFER Review Downloads:

http://www.jennifersoft.com/docs/
profiling is necessary as well monitoring external transaction data in order apm-jennifer-installation--

to effectively manage application performance. file-download.html

For monitoring application logics using external resources (LDAP, CICS
etc...), an effective way of monitoring transactions down to method level

JENNIFER Introduction Document
http://www.jennifersoft.com/docs/
apm-jennifer-documents.htm/



