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Case Study:
Application Delay from
Misconfigured JDBC Connection

System “B"” is a portal system for “G"” County providing various adminis-
tration services to residents of the county. Average Concurrent User count
is approximately 200 users and hourly visitor count is approximately 1000
users per hour.

System Administrator had tested problematic applications in the test
environment without any problem, however, as soon as the applications
were launched in production, user complaints started rolling in about
poor performance and delayed service time. In order to resolve the
performance problem, administrator performed analysis at OS, Applica-
tion Server, and Database level but could not identify the cause of poor
application performance.

JENNIFER was installed on servers running problematic applications and
administrator performed analysis using JENNIFER. As you can see in the

below graph, there is a significant delay in response time of application X-view
services after 14:00 hr, since new applications were launched. JENNIFER’s X-View Graph displays
response time of all service

G transactions processed in the

application servers, individually in
a scatter graph format. Y-axis is
the Application Response Time
and X-axis is the end time of each
service transaction. X-View allows
administrator to perceive the
status of application performance
quickly and in detail.

[Pic 1 : X—view Graph]




Monitoring with X-View, Administrator can see the sudden delay in
application response time, some times above 30 seconds. (JENNIFER marks
transactions with more than 30 seconds in red color, making them more
visible in the graph for fast perception of performance problem.)

Select a group of delayed service transaction in X-View to bring up their
detailed information.
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[Pic 2: Transaction Profile]
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Analying with JENNIFER, Administrator has discovered that problematic
applications were not using Application server’s resident JDBC Manager,
which controls database connection pool. Instead, applications were using
its in-house developed JDBC manager to control access to database which
was grossly inefficient.

Conclusion

Some application code errors are not fixed during testing stage since they
can be detected only in the production environment; this case was one
such case. Since Test environment cannot simulate all scenarios found in
production environment, an effective production monitoring is a must to
maintain constant service level.

Key Message :

1. Not all application problems are

discovered in Test phase of
application development. Some
application problem can be
detected only in production
phase. In this case, Administrator
did not discover the application
problem until users started
complaining about poor applica-
tion performance.

. Often, misconfiguration or small

portions of bad coding gone
undetected in testing environ-
ment are culprit of major
performance problem in produc-
tion environment. While some of
these errors are simply unavoid-

able, having a proactive produc-
tion monitoring practice ensures
good system performance.

Transaction
Profile

Selects one or more service
transactions from X-View and
Transaction Profile window will
pop-up automatically, providing
detailed transaction information,
such as File I/0, Network /O, JDBC
Status, Method/Class level Profil-
ing, and Database Query and
Parameter

Note

JENNIFER Review Downloads:
http://www.jennifersoft.com/docs/ap
m-jennifer-installation--
file-download.htm/

JENNIFER Introduction Documents:
http://www.jennifersoft.com/docs/ap
m-jennifer-documents.html



